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KEYNOTE
SPEAKER

Efstratios Gavves | UvA and Ellogon.Al

Dr. Efstratios Gavves is an Associate Professor at
the University of Amsterdam, Lecturer of Deep
Learning at the MSc in Al, Scholar ELLIS European
Network of Excellent in Al, and co-founder of
Ellogon.Al. His core scientific hypothesis, and
research focus, is the computational
understanding of time, dynamics, and causality,
which is believed to be fundamental for Al that
generalizes and extrapolates to open, embodied,
interactive ‘“visual data worlds”. On this, he
pioneered dynamical video representations in
visual spatiotemporal data in 2014, while in 2016,
he introduced the paradigm-shifting Siamese
algorithms in visual object tracking, challenging 30
years of practice, now adopted by virtually all state-of-the-art. Since 2021, he has
spearheaded research on Causal Representation Learning for algorithms that learn
autonomously by integrating cause-and-effect in their core. To research the
computational learning of time, he was awarded the ERC Career Starting Grant 2020, the
NWO VIDI, and became director of the QUVA Deep Vision Lab with Qualcomm, and the
POP-AART Lab with the Netherlands Cancer Institute and Elekta. Efstratios currently
supervises a team of 15 doctoral students, on theory and applications of Deep Learning
and Dynamics, and Computer Vision. He has also been advancing Al algorithms for
identifying cancer patients that benefit from immunotherapy.

keynote talk:
Causal and Dynamical Computer Vision towards Cyberphysical Al
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CT & PATHOLOGY

1. A New Challenge for Universal Lesion Segmentation in CT: ULS23
Max de Grauw, Radboudumc

To address recent increases in radiologists' workload, particularly in the
context of a projected surge in global cancer cases, we have launched a
medical challenge for the task of automated universal lesion segmentation in
CT. Current practices for quantifying disease progression in CT scans, such as
the Response Evaluation Criteria In Solid Tumors (RECIST) guidelines, rely on

... manual measurement of lesions. This is often a time-consuming process, with
~5§55= significant inter-observer variability, prompting the exploration of automated
N segmentation models to alleviate these problems. ULS23 hopes to leverage
\ the strides made in Al-based segmentation models for specific tumor types

but emphasizes the need for models adept at handling the diversity of lesions
in the thorax-abdomen area. We have released novel fully annotated 3D
training data and compiled existing datasets to facilitate model training. We
also curated a diverse multi-centre test set for this task to be used in a type Il
challenge format. With the release of our baseline ULS models, and those
from the challenge participants, our goal is to encourage collaboration and
promote progress in the field.

2. CT-Based Ventilation Imaging Using Anatomically Constrained
\/ Image Registration
Paris Tzitzimpasis, UMC Utrecht

CT-ventilation imaging (CTVI) is an image processing modality that utilizes
phase-resolved CT images and employs a series of post-processing steps in
order to provide surrogate lung function maps. Although its potential in
avoiding the irradiation of highly ventilated pulmonary regions during
radiotherapy has been demonstrated, it remains a challenging task due to the
need to interpret observed anatomical changes as functional information of
ventilation. Here we introduce a novel deformable image registration (DIR) - \
based solution for accurate CTVI generation, integrating the physical
characteristics of lung deformations in its design. The proposed method
consists of two steps: 1) A DIR step via a novel solution specifically tailored for D
the lungs, which models the estimated deformations as a set of local
contractions/expansions and rotations and 2) Generation of a ventilation map
using a combination of motion and tissue density information. We tested our
method using a publicly available dataset comprising inhale/exhale CT scans
paired with ground truth ventilation images (RefVI's) obtained with reference
nuclear medicine methods. The estimated CTVIs were tested against the
RefVIs using the Spearman correlation coefficient and Dice overlap of low-
and high-function lung defined as the 25% least and most functional regions
respectively. The results indicate that our framework can consistently
generate ventilation maps with high fidelity compared to reference
approaches from nuclear medicine and achieve an overall performance that
considerably outperforms other state-of-the-art image based methods.




3. Automated Identification of Normal/Abnormal Findings in CT
Radiology Reports
Philipp Lena, Radboudumc

A significant portion of CT scans in medical imaging do not reveal clinically
actionable findings. The overall goal of this project is to develop a method for
automatically identifying and labelling "normal/unremarkable" organs or
regions in CT scans, thereby enhancing the efficiency of radiologists and
medical professionals. Central to this project is the creation of a dataset
containing CT scans, both with and without findings in specific organs or
regions. We utilize the Vicuna 13B Large Language Model for the initial
labelling of this dataset. The model processes the corresponding radiology
reports, classifying organs as “normal” or “abnormal.” In a test set focused on
kidneys (n=80), Vicuna 13B demonstrated robust performance, achieving an
Fl-score of 0.93 (with recall at 0.98 and precision at 0.88) for identifying
‘normal” cases, and an Fl-score of 0.87 (recall 0.79, precision 0.96) for
“abnormal” cases. These metrics illustrate the model's capability to accurately
classify findings from complex and unstructured medical texts. The labelled
dataset (with labels for multiple organs) will serve as the basis to pretrain an
image encoder, which can be further refined for other classification tasks.

4, Prostate DeepReg: Unsupervised Deep Learning for Image
Registration of Prostate Camera Images to H&E Images
Ryan Schoop, The Netherlands Cancer Institute

Fluorescent lifetime imaging (FLIm) and diffuse reflectance spectroscopy
(DRS) are two optical techniques that are currently being investigated for
prostate tissue characterization. For this research, measurements from these
optical techniques of both tumor and healthy tissue are required. However,
obtaining a dataset in which the optical measurements of tissue specimens
are labelled by tissue type is challenging. To label the optical measurements
of a prostate specimen, an annotated hematoxylin-eosin (HE) stained image
is required. Accompanying the optical measurements is a snapshot camera
image of the same prostate surface of which an HE image is made. So, the
task of correlating the optical measurements to tissue type information can
be translated to an image registration task between the camera image and
the HE image. Tissue deformation that occurs during processing from the
fresh specimen to the HE image complicates this registration. In this work, an
unsupervised neural network approach is investigated to achieve this
multimodal image registration of camera images and HE images. Camera
images acquired from prostate specimens obtained directly after
prostatectomy, and their associated HE images, obtained after
histopathologic processing, are used for training, testing, and evaluation.
Extensive pre-processing is required to prepare the images for training after
which different training experiments are conducted, aimed at comparing
different modes of data augmentation, different loss functions, and different
amounts of regularization. Altering these training parameters affects the
network performance in nuanced ways, which do not necessarily improve
registration accuracy. The biggest improvement in registration accuracy is
achieved by image pre-processing.




5. Multi-centric validation of an Al-based sTIL% scoring model for
breast cancer H&E whole-slide images proves to be prognostic
Yoni Schirris, The Netherlands Cancer Institute

Tumor-infiltrating lymphocytes (TILs) have reached evidence as a prognostic
biomarker in Breast Cancer (BC), which are scored by pathologists on
Haematoxylin and Eosin (H&E)-stained tumor tissue. However, TILs are not
used in daily clinical practice. Although the International TIL Working Group
(TILWG) provides a guideline for pathologists, most are not comfortable
scoring TlLs. Hence, we develop an Artificial Intelligence (Al) model to predict
the stromal TILs (sTIL%) score directly from H&E whole-slide images (WSIs) in
an external validation setting from patients across multiple centers. Across 6
cohorts, only patients with an H&E WSI, a sTIL% scored by a trained
pathologist following the TILWG guidelines, and all relevant clinical data were
E included (N=2500). We train a multiple instance learning regression model to
N predict the sTIL% score directly from the H&E WSls, with varying training and
\ validation setups across 6 retrospective cohorts. We observe a linear
relationship between the predicted and the pathologist’s scores (Pearson’s r
0.54-0.75) across all cohorts when training on ~200 open-source images. If we
split the ground truth into the clinically relevant sTIL-low (<30%) and high
(>=30%) groups, our model achieves an AUROC of 0.80-0.94 across cohorts,
and it is prognostic for young NO TNBC patients. We envision that the AI-TIL
scores will be used for clinical decision-making on top of well-known
prognostic factors, allowing clinicians to estimate a patient’s prognosis more

accurately and tailor (neo)adjuvant systemic therapies.

/ 6. Bridging the Clinical Integration Gap of Al-Based Algorithms in
Histopathology
Khrystyna Faryna, Radboudumc

Al-based algorithms demonstrate the potential to augment pathologists'

capabilities, enhancing diagnostic accuracy, and expediting patient care.

However, the clinical integration of these algorithms faces significant

challenges. In our research, we address several aspects that hinder the clinical

integration of deep learning in histopathology. Firstly, to enhance the \
adaptability of Al algorithms across diverse clinical environments, a crucial

aspect involves addressing domain generalization challenges. Our first project \
explores the integration of augmentation techniques to expose algorithms to
a broader spectrum of histopathological image variations. By simulating
diverse imaging conditions, algorithms can better generalize and perform
consistently across a range of clinical settings, promoting their robustness
and reliability. Secondly, ensuring the reliability and generalizability of public
and commercial Al algorithms is paramount for their clinical integration. Our
second project investigates independent validation using crowdsourced data,
providing a diverse and representative dataset for algorithm evaluation. Such
validations contribute to transparency, instil confidence among clinicians,
and pave the way for regulatory approvals, fostering a smoother transition of
Al algorithms into routine clinical practice. Thirdly, in our next project, we
explore the potential of leveraging deep learning to bypass traditional cancer
grading schemes towards data-driven outcome prediction approaches. By
leveraging Al algorithms to analyze complex patterns and subtle nuances in
histopathological images, a more nuanced understanding of disease
progression and patient outcomes can be achieved.







MRI

8. Medical traumatic stress and its effects on white matter in
pediatric brain tumor patients
Anne Leenders, Prinses Maxima Centrum

Pediatric brain tumor patients (PBTP) face the risk of neurocognitive
impairments and related white matter changes. While post-traumatic stress
symptoms (PTSS) have been known to affect cognition and white matter in
other populations, their impact on PBTP remains unclear. This study
investigates the influence of PTSS on heurocognitive functioning and limbic
white matter in PBTP. Sixty-six PBTP (6-16 years) underwent
neuropsychological assessments and brain MRI one year post-diagnosis.
Parents completed PTSS proxy questionnaires (CRIES-13; 1-3 months and one
year post-diagnosis). Z-scores and the percentage of impairments (>1SD) for
attention, processing speed, executive functioning, and memory were
compared to nhorms using (t-tests, chi-square tests). Multi-shell diffusion MRI
data were analyzed for white matter tractography (FA/AD). Linear regression
models, with age at diagnosis, treatment intensity, and tumor location as
covariates, explored the effects of PTSS on neurocognition and white matter.
Neurocognition and limbic white matter associations were explored with
correlations. Attention (M=-.49, 33% impaired; P<.05) and processing speed
(M=-57, 34% impaired; P<.05) were significantly lower than healthy peers.
PTSS was linked to poorer processing speed (3=-0.64, P<.01). Limbic white
matter metrics were associated with treatment intensity, age at diagnosis,
and tumor location, but not with PTSS. No significant associations were found
between neurocognition and white matter metrics. Elevated PTSS correlated
with poorer processing speed in PBTP, underscoring the importance of
monitoring and timely referrals to enhance psychological well-being and
neurocognitive functioning. Subsequent research should concentrate on
longitudinal follow-up and explore the impact of PTSS interventions on
neurocognitive performance.

9. Learning Dynamic Undersampling and Reconstruction for
Accelerated Cardiac MRI
George Yiasemis, The Netherlands Cancer Institute

Undersampling the k-space is pivotal in accelerating MRI acquisitions.
Existing methods often use 1D equidistant or random trajectories, training
deep learning models for reconstruction. In our study, we introduce a novel
approach: jointly Ilearning dynamic undersampling schemes and
reconstruction for cardiac cine MRI data. Our method learns to harness
shared knowledge between timeframes, significantly improving
reconstruction metrics compared to networks trained on random or
equidistant subsampled data.




10. Time-Resolved Biomechanics using Spectro-Dynamic MRI:
Proof of Principle in the Muscles of the Thigh
Max van Riel, UMC Utrecht

Measuring biomechanical quantities in a dynamic setting is important in
studying the functioning of the musculoskeletal system, and can help in
diagnosing pathologies. Spectro-Dynamic MRI is a recently developed
method that allows for time-resolved identification of biomechanical tissue
properties by working directly from k-space data. We show a proof-of-
principle application of time-resolved Spectro-Dynamic MRI in the human
thigh with a straightforward and inexpensive acquisition and reconstruction
setup. An inflatable pressure cuff was placed around the thigh of a volunteer.
The pressure cuff inflated during the scan, deforming the muscles. The time-
resolved non-rigid displacement fields and k-space data were reconstructed
by solving an optimization problem. The first principal strain value and
direction were calculated using the eigendecomposition of the strain tensor
using the plain strain assumption. The estimated time-resolved images and
motion field showed a clear deformation in the left leg caused by the
pressure of the inflatable cuff, while the right leg remained stationary. An
abrupt change in the direction of the first principal strain can be seen at the
border between different muscle groups. We expect this change to be related
to the underlying anatomy of these muscles. This suggests that time-resolved
measurements of biomechanical tissue properties during dynamic loads
using Spectro-Dynamic MRI is possible with a straightforward experimental
setup. Future extensions of this work include a 3D implementation, the use of
muscle segmentations to deal with sliding motion, and the addition of a
constitutive relation describing the biomechanical behavior of the muscle
tissue.

11. Quantification and optimization of imaging quality for small
bowel tracking during MR-guided radiotherapy
Saskia Damen, UMC Utrecht

MR-guided radiotherapy in the pelvis aims to deliver the prescribed radiation
dose in as few treatment sessions as possible. As a highly radiosensitive
organ-at-risk, this makes monitoring the small bowel during therapy
particularly important. Due to the complex anatomical environment, it is
however challenging to visualize and track the bowel with MRI. In this work
we investigate two metrics, acutance and inverse consistency (IC), to quantify
the effect of MRI protocol changes. Three variations of a balanced SSFP
sequence (a=35°(FA35), a=55°(FA55) and a=65" (FA65)) on a 15T MR-Linac
system (Unity, Elekta AB) were compared. The three sequences were acquired
for ~30 seconds on 11 patients, over up to 10 fractions, resulting in 57 datasets.
Motion tracking was performed using an optical flow algorithm, with
acutance (image quality) and IC (tracking quality) being evaluated on the
bowel bag. A paired Mann-Whithey test showed a significant difference in
acutance between FA35 and the other two protocols, in which the latter
performed better. Between FA55 and FAG65 no significant difference was
observed. For IC significant differences between all three protocols were
observed, with FAG5 performing best and FA35 worst. The acutance and IC
show the differences in quality between the protocols in an objective matter,
with respect to motion tracking. It was also noted that the protocol with the
higher acutance results in a lower inverse consistency. Based on these metrics
the protocol with the flip angle of «=65° performed best in both image quality
and registration results.




12. Conditional neural fields with shift modulation for multi-
sequence MRI translation
Yunjie Chen, Leiden University Medical Center

Multi-sequence magnetic resonance imaging (MRI) has found wide
applications in both modern clinical studies and deep learning research.
However, in clinical practice, it frequently occurs that one or more of the MRI
sequences are missing due to different image acquisition protocols or
contrast agent contraindications of patients, limiting the utilization of deep
learning models trained on multi-sequence data. One promising approach is
to leverage generative models to synthesize the missing sequences, which
can serve as a surrogate acquisition. State-of-the-art methods tackling this
problem are based on convolutional neural networks (CNN) which usually
suffer from spectral biases, resulting in poor reconstruction of high-frequency
fine details. To tackle this problem, we propose Conditional Neural fields with
Shift modulation (CoNeS), a model that takes voxel coordinates as input and
learns a representation of the target images for multi-sequence MRI
translation. The proposed model uses a multi-layer perceptron (MLP) as the
decoder for pixel-to-pixel mapping. Hence, each target image is represented
as a neural field that is conditioned on the source image via shift modulation
with a learned latent code. Experiments showed that the proposed method
outperformed state-of-the-art methods for multi-sequence MRI translation
both visually and quantitatively. Moreover, we conducted spectral analysis,
showing that CoNeS was able to overcome the spectral bias issue common in
conventional CNN models. We further tested a segmentation network using
the synthesized images at inference. The results showed that CoNeS
improved the segmentation performance when some MRI sequences were
missing and outperformed other synthesis models.

13. Artificial Intelligence and Radiologists at Prostate Cancer
Detection in MRI: The PI-CAI Challenge
Joeran Bosma, Radboudumc

The PI-CAIl challenge aims to rigorously evaluate the diagnostic performance
of artificial intelligence (Al) algorithms compared to radiologists in identifying
clinically significant prostate cancer (csPCa) using MRI. In this multi-center,
retrospective study, over 10,000 prostate MRl exams from 9,129 patients (2012-
2021) were curated from four European tertiary care centers. All patients were
men suspected of harboring prostate cancer, without a history of treatment
or prior csPCa findings. The reference standard for evaluation was set by
histopathology and follow-up (= 3 years). Radiologists and Al algorithms had
to localize csPCa lesions and assess the case-level likelihood of csPCa, utilizing
bpMRI exams alongside clinical variables such as age, PSA levels, and scanner
model. The study protocol was established in conjunction with 16 experts
across prostate radiology, urology, and Al. 62 radiologists participated and
over 500 algorithms were developed by more than 1200 individuals across 50
countries. Once developed, 22 algorithms were independently tested in a
fully-blinded setting. The top five Al algorithms, when trained on 9107 cases
and combined, achieved a diagnostic performance characterized by an
AUROC of 0.90, across 400 cases (including external data). Preliminary results
from the first 14 radiologists with 2-15 years (median: 9) of experience show a
mean AUROC of 0.86, on the same cases. These findings indicate a promising
role for Al in enhancing csPCa diagnostics.




14. Federated Learning for MRI-Based Dementia Diagnosis
Kaouther Mouheb, Erasmus MC

Diagnosing dementia is challenging for clinicians due to its complexity and
overlapping etiologies. Artificial intelligence (Al) offers a potential solution,
especially with the growing availability of radiological data. However, the
sensitive nature of medical imaging data often prevents its sharing,
presenting a significant obstacle to training effective Al models. To address
this issue, federated learning emerges as a promising paradigm for training
models in a decentralized manner without sharing data. To investigate its
efficiency in the task of brain MRI-based diagnosis, we conducted a simulated
study using the Alzheimer's Disease Neuroimaging Initiative (ADNI) dataset,
focusing on diagnosing Alzheimer's Disease from Tl-weighted MRI scans.
Each ADNI cohort (ADNI1, ADNI2, ADNI3) is treated as a separate client. We
trained a DenseNet model in three settings: centralized (simulating data
sharing), isolated (simulating no collaboration), and federated learning using
the vanilla FedAvg algorithm (simulating a federated collaboration). The
results indicate that the federated model with a test accuracy of 89% is
comparable to the centralized model (91%), while outperforming the isolated
models (76%, 85%, 78% for ADNI1, ADNI2, ADNI3 respectively). While our
findings are promising, a closer look reveals bias in the federated model, with
92% accuracy in ADNI3 compared to 87% in ADNI1 and ADNI2. This bias could
escalate in more realistic scenarios where data heterogeneity is more
pronounced, stemming from factors such as scanner vendors, image
resolution, and specialities across centers. Future work involves inspecting
and improving fair federated learning techniques to address data
heterogeneity in real-world clinical datasets for dementia diagnosis.

15. Time-Resolved Cardiac Function: Myocardium Strain and First-
Pass Perfusion Using MR-MOTUS
Thomas Olausson, UMC Utrecht

Cardiac strain analysis and first-pass myocardial perfusion MR imaging are
pivotal indicators in diagnosing and managing coronary artery disease. These
examinations involve several dynamics including cardiac motion, respiratory
motion, bulk motion, and contrast inflow. To mitigate the motion artifacts
patients are instructed to perform difficult breath holds and equipped with
ECGs to trigger the acquisition per heartbeat. There are drawbacks to using
these types of motion mitigation methods. One is the effectiveness of ECGCs to
extract a cardiac phase surrogate is patient-dependent and introduces a
workflow hiccup for technicians. On top of this, patients may have
arrhythmias or induce bulk motion which disturbs the periodicity assumption
of the acquisition leading to corrupted data points. Additionally, patients may
be non-compliant with performing breath holds. We showcased our MR-
MOTUS framework for combined time-resolved motion and image
reconstruction in time-resolved contrast-enhanced cardiac MRI in patients.
This enables motion-corrected, time resolved first pass perfusion imaging of
the myocardium without the need for ECG and breath holds. The explicit
modelling of motion enables separation of motion and enhancement
allowing spatial alignment of all contrast-enhanced dynamics and using all
the data more efficiently. In addition, our framework outputs the separation
of bulk, cardiac, and respiratory motion which further provides extra
diagnostic value through strain quantification.






















